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1
INTERLEAVED INSTRUCTION DEBUGGER

BACKGROUND OF THE INVENTION

A debugger or debugging tool is a computer program that
may be used to test and debug other programs. The code to
be examined might be running on an instruction set simu-
lator, a technique that may allow greater control in its ability
to halt when specific conditions are encountered, but which
will typically be somewhat slower than executing the code
directly on the appropriate or the same processor. Some
debuggers offer two modes of operation, full or partial
simulation, to limit this impact.

A program may include one or more bugs that cause the
program to execute improperly (e.g., causing the program to
behave undesirably, provide incorrect results, crash entirely,
etc.). A debugger may monitor characteristics of a program
while the program executes and provide diagnostic infor-
mation to a user in order to investigate the cause or symp-
toms of a bug in the program. For example, a debugger may
indicate the different values of a memory location as a result
of instructions and operations that may cause the value of the
memory location to change.

Conventional debuggers show data read and written, to
and from memory or registers, in order to help software
developers better understand how the computer is executing
their programs. Debuggers may generally present such data
live, or as the program executes. A developer has the option
to step through the source code, instruction by instruction,
per thread of execution. The developer sees only a snapshot
of the current state of the computer (e.g., values in memory,
location in the program, and the active thread). Aside from
the program stack trace, all context must be tracked manu-
ally by the developer.

Processors (e.g., Graphics Processing Units (GPUs), Cen-
tral Processing Units (CPUs), etc) may process many pro-
grams, instructions, threads, and so on in parallel. Many
logical contexts may be executing in parallel or otherwise
interleaved. For example, modern GPU’s execute programs
simultaneously on several independent streaming multipro-
cessors (SM). Each SM is capable of simultaneously execut-
ing multiple cooperative thread arrays (CTAs), each warp of
which may include multiple threads (e.g., 16 threads, 32
threads, 64 threads, etc). CTAs, warps, and/or threads can
have interdependence on other threads and warps on the SM,
and the order and interleaving of instruction execution from
multiple other threads can be critical in understanding
execution errors in programs running on an SM. Conven-
tional processes of executing simulations of program(s) and
debugging contexts of execution become more complicated
with the parallel context information.

For example, an SM may execute an instruction of a first
program. However, before executing a second instruction of
the first program, the SM may execute one or more instruc-
tions of one or more other programs (e.g., 100 other instruc-
tions, 1,000 other instructions, and so on). The SM may
eventually return to executing one or more instructions of
the first program. Further, the SM may execute threads,
warps, CTAs, and/or programs interleaved and/or in a multi-
threaded fashion. A debugger may have difficulty following
the execution of the first program because the debugging
data associated with one or more instructions of one or more
other programs may be interleaved with the debugging data
of the first program.

BRIEF SUMMARY OF THE INVENTION

Accordingly, one or more embodiments of the invention
are directed to a method including monitoring execution of

20

40

45

55

65

2

a set of programs each including a set of instructions
executing interleaved with other instructions of the set of
instructions, where each of the set of instructions includes at
least one operation operating on a set of threads; organizing
a first set of instructions corresponding to a first program of
the set of programs based on an execution order of the first
set of instructions; generating a result set representing the
first set of instructions organized based on the execution
order; and displaying the result set.

One or more embodiments of the invention are directed to
a system including a tracker configured to monitor execution
of a set of programs each including a set of instructions
executing interleaved with other instructions of the set of
instructions, where each of the set of instructions includes at
least one operation operating on a set of threads; and an
aggregator configured to: organize a first set of instructions
corresponding to a first program of the set of programs based
on an execution order of the first set of instructions; generate
a result set representing the first set of instructions organized
based on the execution order for display on a display.

One or more embodiments of the invention are directed to
non-transitory computer-readable storage medium including
a set of instructions configured to execute on at least one
computer processor and including functionality to: monitor
execution of a set of programs each including a set of
sub-instructions executing interleaved with other sub-in-
structions of the set of sub-instructions, where each of the set
of sub-instructions includes at least one operation operating
on a set of threads; organize a first set of sub-instructions
corresponding to a first program of the set of programs based
on an execution order of the first set of sub-instructions;
generate a result set representing the first set of sub-instruc-
tions organized based on the execution order; and display the
result set.

The following detailed description together with the
accompanying drawings will provide a better understanding
of the nature and advantages of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention are illustrated by
way of example, and not by way of limitation, in the figures
of the accompanying drawings and in which like reference
numerals refer to similar elements.

FIG. 1 is a block diagram of an example of a computer
system capable of implementing embodiments according to
the present invention.

FIG. 2 is a block diagram view of an exemplary debugger
program simulation, according to an embodiment of the
present invention.

FIG. 3 shows an exemplary monitoring channel hierarchy
of'a debugger program simulation, according to an embodi-
ment of the present invention.

FIG. 4 shows an exemplary monitoring channel hierarchy
of'a debugger program simulation, according to an embodi-
ment of the present invention.

FIG. 5 shows an exemplary CTA channel of a debugger
program simulation, according to an embodiment of the
present invention.

FIGS. 6A-6D show exemplary output of a debugger
program simulation, according to an embodiment of the
present invention.

FIG. 7 depicts a flowchart of an exemplary computer-
implemented process of organizing and displaying execu-
tion debugging data, according to an embodiment of the
present invention.



US 9,471,456 B2

3

DETAILED DESCRIPTION OF THE
INVENTION

Reference will now be made in detail to the various
embodiments of the present disclosure, examples of which
are illustrated in the accompanying drawings. While
described in conjunction with these embodiments, it will be
understood that they are not intended to limit the disclosure
to these embodiments. On the contrary, the disclosure is
intended to cover alternatives, modifications and equiva-
lents, which may be included within the spirit and scope of
the disclosure as defined by the appended claims. Further-
more, in the following detailed description of the present
disclosure, numerous specific details are set forth in order to
provide a thorough understanding of the present disclosure.
However, it will be understood that the present disclosure
may be practiced without these specific details. In other
instances, well-known methods, procedures, components,
and circuits have not been described in detail so as not to
unnecessarily obscure aspects of the present disclosure.

Some portions of the detailed descriptions that follow are
presented in terms of procedures, logic blocks, processing,
and other symbolic representations of operations on data bits
within a computer memory. These descriptions and repre-
sentations are the means used by those skilled in the data
processing arts to most effectively convey the substance of
their work to others skilled in the art. In the present
application, a procedure, logic block, process, or the like, is
conceived to be a self-consistent sequence of steps or
instructions leading to a desired result. The steps are those
utilizing physical manipulations of physical quantities. Usu-
ally, although not necessarily, these quantities take the form
of electrical or magnetic signals capable of being stored,
transferred, combined, compared, and otherwise manipu-
lated in a computer system. It has proven convenient at
times, principally for reasons of common usage, to refer to
these signals as transactions, bits, values, elements, symbols,
characters, samples, pixels, or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent from the following discussions, it is appreciated
that throughout the present disclosure, discussions utilizing
terms such as “receiving,” “generating,” “sending,” “decod-
ing,” “encoding,” “accessing,” “streaming,” or the like, refer
to actions and processes (e.g., flowchart 700 of FIG. 7) of a
computer system or similar electronic computing device or
processor (e.g., system 100 of FIG. 1). The computer system
or similar electronic computing device manipulates and
transforms data represented as physical (electronic) quanti-
ties within the computer system memories, registers or other
such information storage, transmission or display devices.

Embodiments described herein may be discussed in the
general context of computer-executable instructions residing
on some form of computer-readable storage medium, such
as program modules, executed by one or more computers or
other devices. By way of example, and not limitation,
computer-readable storage media may comprise non-transi-
tory computer-readable storage media and communication
media; non-transitory computer-readable media include all
computer-readable media except for a transitory, propagat-
ing signal. Generally, program modules include routines,
programs, objects, components, data structures, etc., that
perform particular tasks or implement particular abstract
data types. The functionality of the program modules may be
combined or distributed as desired in various embodiments.
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Computer storage media includes volatile and nonvola-
tile, removable and non-removable media implemented in
any method or technology for storage of information such as
computer-readable instructions, data structures, program
modules or other data. Computer storage media includes, but
is not limited to, random access memory (RAM), read only
memory (ROM), electrically erasable programmable ROM
(EEPROM), flash memory or other memory technology,
compact disk ROM (CD-ROM), digital versatile disks
(DVDs) or other optical storage, magnetic cassettes, mag-
netic tape, magnetic disk storage or other magnetic storage
devices, or any other medium that can be used to store the
desired information and that can accessed to retrieve that
information.

Communication media can embody computer-executable
instructions, data structures, and program modules, and
includes any information delivery media. By way of
example, and not limitation, communication media includes
wired media such as a wired network or direct-wired con-
nection, and wireless media such as acoustic, radio fre-
quency (RF), infrared, and other wireless media. Combina-
tions of any of the above can also be included within the
scope of computer-readable media.

FIG. 1 is a block diagram of an example of a computer
system 100 capable of implementing embodiments accord-
ing to the present invention. In the example of FIG. 1, the
computer system 100 includes a central processing unit
(CPU) 105 for running software applications and optionally
an operating system. Memory 110 stores applications and
data for use by the CPU 105. Storage 115 provides non-
volatile storage for applications and data and may include
fixed disk drives, removable disk drives, flash memory
devices, and CD-ROM, DVD-ROM or other optical storage
devices. The optional user input 120 includes devices that
communicate user inputs from one or more users to the
computer system 100 and may include keyboards, mice,
joysticks, touch screens, and/or microphones.

The communication or network interface 125 allows the
computer system 100 to communicate with other computer
systems via an electronic communications network, includ-
ing wired and/or wireless communication and including the
Internet. The optional display device 150 may be any device
capable of displaying visual information in response to a
signal from the computer system 100. The components of
the computer system 100, including the CPU 105, memory
110, data storage 115, user input devices 120, communica-
tion interface 125, and the display device 150, may be
coupled via one or more data buses 160.

In the embodiment of FIG. 1, a graphics system 130 may
be coupled with the data bus 160 and the components of the
computer system 100. The graphics system 130 may include
a physical graphics processing unit (GPU) 135 and graphics
memory. The GPU 135 generates pixel data for output
images from rendering commands. The physical GPU 135
can be configured as multiple virtual GPUs that may be used
in parallel (concurrently) by a number of applications
executing in parallel.

Graphics memory may include a display memory 140
(e.g., a framebuffer) used for storing pixel data for each pixel
of an output image. In another embodiment, the display
memory 140 and/or additional memory 145 may be part of
the memory 110 and may be shared with the CPU 105.
Alternatively, the display memory 140 and/or additional
memory 145 can be one or more separate memories pro-
vided for the exclusive use of the graphics system 130.

In another embodiment, graphics processing system 130
includes one or more additional physical GPUs 155, similar
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to the GPU 135. Each additional GPU 155 may be adapted
to operate in parallel with the GPU 135. Each additional
GPU 155 generates pixel data for output images from
rendering commands. Each additional physical GPU 155
can be configured as multiple virtual GPUs that may be used
in parallel (concurrently) by a number of applications
executing in parallel. Each additional GPU 155 can operate
in conjunction with the GPU 135 to simultaneously generate
pixel data for different portions of an output image, or to
simultaneously generate pixel data for different output
images.

Each additional GPU 155 can be located on the same
circuit board as the GPU 135, sharing a connection with the
GPU 135 to the data bus 160, or each additional GPU 155
can be located on another circuit board separately coupled
with the data bus 160. Each additional GPU 155 can also be
integrated into the same module or chip package as the GPU
135. Each additional GPU 155 can have additional memory,
similar to the display memory 140 and additional memory
145, or can share the memories 140 and 145 with the GPU
135.

For example, a computer program for organizing and
displaying execution debugging data may be stored on the
computer-readable medium and then stored in system
memory 110 and/or various portions of storage device 115.
When executed by the processor 105, the computer program
may cause the processor 105 to perform and/or be a means
for performing the functions required for carrying out the
organizing and displaying execution debugging data pro-
cesses discussed above.

In order to organize the complex interaction from one or
more programs, one or more simulations of programs, or
execution of one or more programs on a processor, in one or
more embodiments of the invention, a debugger program
monitors register and memory operations (e.g., reads and
writes), and tracks which warps, instructions, CTAs, and/or
programs threads belong. The debugger program may be an
offline debugger. An offline debugger does not perturb actual
execution of one or more programs. As the debugger pro-
gram accumulates execution data associated with a simula-
tion or execution of the program, it may organize the
execution data by execution order, and aggregates all warp
data together for each instruction. The debugger program
may then store the organized execution data (e.g., write the
execution to a storage drive in the form of a flat text file).

Embodiments of the present invention allow for present-
ing execution data in an organized and simplified fashion,
for example for each instruction, all data read and written to
registers or memory. In addition, embodiments of the pres-
ent invention allow for displaying parallel single instruction
multiple threads (SIMT) and/or single instruction multiple
data (SIMD) threads adjacently (e.g. horizontally side by
side) for visualization of simultaneous instruction execution.
Further, embodiments of the present invention allow dis-
playing the order in which instructions are executed between
warps and CTAs. Moreover, embodiments of the present
invention allow for easier identification of concurrency bugs
in programs (e.g., GPU assembly programs) by software
developers.

FIG. 2 is a block diagram view of an exemplary debugger
program simulation 200, according to an embodiment of the
present invention. A simulator 205 includes one or more SM
simulators 210. The simulator 205 and/or SM simulator(s)
210 may be configured to simulate execution, by of one or
more multi-threaded multi-core processors or processor
cores, of programs or grids of CTAs. The SM simulator(s)
210 may include an event reporting interface 215. The event
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reporting interface 215 may be configured to provide data
associated with the simulation executed by the SM simulator
210 (e.g., to an event listening interface 220).

In one or more embodiments of the invention, a tracker is
configured to monitor execution of a set of programs each
including a set of instructions executing interleaved with
other instructions of the set of instructions. For example, in
FIG. 2, the event listening interface 220 may operate as a
tracker configured to monitor execution of a set of programs
executed by the SM simulator 210. Each program can
include a set of instructions executing interleaved with other
instructions of the set of instructions. For example, the SM
simulator 210 may execute a first instruction of a first
program, then an instruction of a second program, then a
second and third instruction of the first program, then an
instruction of a third program, then a second instruction of
the second program, then a fourth instruction of the first
program, and so on.

In one or more embodiments of the invention, each of the
set of instructions includes at least one operation operating
on a set of threads. For example, referring to FIG. 6A, an
“IMAD.U32.U32” instruction includes a “Read R0 opera-
tion, a “Read R1” operation, and a “Write R0” operation. In
one or more embodiments of the invention, the at least one
operation includes at least two threads. For example, each
operation operates on 7 threads. In one or more embodi-
ments, the threads of a warp are operated on in parallel.

In one or more embodiments of the invention, an aggre-
gator is configured to organize a first set of instructions
corresponding to a first program of the set of programs based
on an execution order of the first set of instructions. For
example, in FIG. 2, a debugger simlet 225 may operate as an
aggregator configured to organize a first set of instructions
corresponding to a first program of the set of programs. The
debugger simlet 225 may organize the first set of instructions
based on the execution order of the first set of instructions.
In one or more embodiments of the invention, the aggregator
is further configured to filter out instructions other than
instructions in the first set of instructions. In one or more
embodiments of the invention, the aggregator is further
configured to gather operations only within the first set of
instructions.

For example, returning to the example where the SM
simulator 210 executes a first instruction of a first program,
then an instruction of a second program, then a second and
third instruction of the first program, then an instruction of
a third program, then a second instruction of the second
program, then a fourth instruction of the first program, and
so on. The debugger simlet 225 may organize the first,
second, third, and fourth instructions of the first program so
that they are in the order of first, second, third, and fourth
instruction.

Further, the debugger simlet 225 may organize the
instructions without the instructions of other programs (e.g.,
the second and third programs) in between by filtering out
instructions other than instructions in the first set of instruc-
tions and/or gathering operations only within the first set of
instructions. The debugger simlet 225 may organize the
instructions of the second program so that they are in the
order of execution without the instructions of other pro-
grams (e.g., the first and third programs) in between. The
debugger simlet 225 may similarly organize the instructions
of all other programs.

In one or more embodiments of the invention, the at least
one operation of the set of instructions executes interleaved
with other operations of the set of instructions. In an
example, a first operation of a first instruction may execute,
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then an operation of a second instruction may execute, then
a second operation of the first instruction may execute.
Referring to FIG. 6A, the “Read R0” operation of the
“IMAD.U32.U32” instruction may execute, followed by the
execution of at least one operation associated with a different
instruction, then followed by the execution of the “Read R1”
operation of the “IMAD.U32.U32” instruction.

In one or more embodiments of the invention, the aggre-
gator is further configured to organize the first set of
instructions based on an execution order of the operations.
Continuing the example, the debugger simlet 225 may
organize the first and second operations of the first instruc-
tion so that they are in the order of the first operation, second
operation, and so on without the operations of other instruc-
tions (e.g., the second instruction) in between. The debugger
simlet 225 may similarly organize the operations of all other
instructions.

In one or more embodiments of the invention, the set of
threads execute interleaved with other threads of the set of
threads. In an example, a first thread of a first operation may
execute, then a second thread of the first operation or a
second operation may execute, then a second thread of the
first operation may execute. Referring to FIG. 6A, the thread
0 of the “Read R0” operation may execute, followed by the
execution of at least one thread of the “Read R0 operation
or another operation, then followed by the execution of
thread 1 of the “Read R0 operation.

In one or more embodiments of the invention, the aggre-
gator is further configured to organize the first set of
instructions based on an execution order of the set of
threads. Continuing the example, the debugger simlet 225
may organize the first and second threads of the first
operation so that they are in the order of the first thread,
second thread, and so on without the threads of the first
operation or a second operation in between. The debugger
simlet 225 may similarly organize the threads of all other
operations.

In one or more embodiments of the invention, an aggre-
gator is configured to generate a result set representing the
first set of instructions organized based on the execution
order. For example, the debugger simlet 225 may be con-
figured to generate output 230 that represents the first set of
instructions organized based on the execution order. The
output 230 may be in the form of a text file, a binary-
encoded file, or any other format operable to store the result
set.

In one or more embodiments of the invention, the aggre-
gator is further configured to identify the set of threads
corresponding to each at least one operation. For example,
the aggregator is configured to monitor register and memory
operations (e.g., reads and writes) to identify which thread
and instruction each operation corresponds to.

In one or more embodiments of the invention, the aggre-
gator is further configured to include in the result set, data
associated with each of the set of threads, and associate the
data with a corresponding operation in the result set. For
example, referring to FIG. 6A, the aggregator may include
in the result set data such as register values read or written,
for each of the 7 threads. Further, the aggregator may
associate such data with a corresponding operation by
indicating which data for each thread is associated with
which operation (e.g., that a value of “Ox1” is associated
with thread 1 of the “Read R1” operation of the
“IMAD.U32.U32” instruction).

In one or more embodiments of the invention, a display is
configured to display the result set. In one or more embodi-
ments of the invention, the display is further configured to
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display data associated with the at least two threads adjacent
to a representation of the at least one operation. For example,
referring to FIG. 6A, the display may display the data
corresponding to the 7 threads of the “Read R0” operation
side by side. In the case of the “Read R0 operation, the data
for threads 0-6 are all “0.” The display may display the data
corresponding to the 7 threads of the “Read R1” operation
side by side. In the case of the “Read R1” operation, the data
for threads 0-6 is “0,” “0x1,” “0x2,” “0x3,” “0x4,” “0x5,”
“0x6,” respectively.

As a result, a viewer of the display may easily understand
the execution of a specific program and/or instruction for
debugging purposes because instructions of a program may
be organized next to each other (without intervening instruc-
tions of other programs), operations of the instructions may
be organized next to each other (without intervening opera-
tions of other instructions), and threads of operations may be
organized next to each other (without intervening threads of
other operations). For example, FIG. 6D shows execution
data organized so that intervening execution of instructions
for other CTAs is removed or filtered out and only execution
data for two instructions (e.g., ST.E.CG.64 and ST.E) for
CTA 0 are shown.

In one or more embodiments of the invention, the aggre-
gator and tracker may be the same and/or part of the same
component. For example, the event reporting interface 215
and the event listening interface 220 are the same compo-
nent. In one or more embodiments of the invention, the
aggregator and tracker may not be the same and/or not part
of the same component.

FIG. 3 shows an exemplary monitoring channel hierarchy
of'a debugger program simulation, according to an embodi-
ment of the present invention. In one or more embodiments
of the invention, a multi-core processor may include mul-
tiple processing cores. Each processing core, or SM, may
include one or more SMs, where each SM may execute one
or more grids of CTAs or programs that may include CTAs.
Each CTA may include one or more warps, where each warp
includes one or more threads.

The monitoring channel may be run in the simulator 205
and/or SM simulator 210. The monitoring channel may run
an execution of and/or monitor an execution of one or more
CTAs. Because each CTA may include one or more warps,
a CTA channel may include one or more warp channels
corresponding to each warp in the CTA. Each warp channel
may include a warp ID and one or more thread channels.
Each of the thread channels may be associated with one or
more instruction channels. For example, thread channels 1-3
each include multiple instruction channels representing
instructions that correspond to the corresponding thread.
Each instruction may include a corresponding instruction
channel that includes operations of the instruction for the
corresponding thread.

The event reporting interface 215 may monitor the
instruction channels and send corresponding execution data
as output to the event listening interface 220, which in turn
sends the execution data to the debugger simlet 225. Alter-
natively, the event listening interface 220 may monitor the
instruction channels and send corresponding execution data
as output to the debugger simlet 225.

FIG. 4 shows an exemplary monitoring channel hierarchy
of'a debugger program simulation, according to an embodi-
ment of the present invention. FI1G. 4 is similar to FIG. 3, but
also shows more than one instruction channel corresponding
to more than one instruction in the thread 2 channel. Each
instruction channel provides output that may be received by
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the aggregator, event reporting interface 215, event listening
interface 220, and/or debugger simlet 225.

FIG. 5 shows an exemplary CTA channel of a debugger
program simulation, according to an embodiment of the
present invention. The CTA channel may correspond to a
CTA channel of FIGS. 3 and 4. The CTA channel may
include a CTA ID and one or more warps. For example, the
CTA channel includes warp ID 1 and warp ID 2. Each warp
may include a corresponding warp channel that includes a
warp 1D and one or more threads. Each of the threads may
include a corresponding thread channel that is associated
with one or more instructions. For example, a thread channel
1 corresponding to CTA 1 and warp 1, and a thread channel
1 corresponding to CTA 1 and warp 2. Each instruction may
include a corresponding instruction channel that includes
operations of the instruction for the corresponding thread.
Each instruction channel provides output that may be
received by the aggregator, event reporting interface 215,
event listening interface 220, and/or debugger simlet 225.

FIG. 6A shows exemplary output of a debugger program
simulation, according to an embodiment of the present
invention. As shown on the first line, an “IMAD.U32.U32”
instruction included operations for a register transaction
(e.g., read from registers RO and R1 and write to register
RO). The program counter is 00d060. The second and third
lines show what values were read from registers R0 and R1,
respectively, from all threads. The fourth line shows what
was written to register R0 by all threads. In the example,
these values are demonstrated in hexadecimal form. All lines
of output may be prefixed with a CTA ID (e.g., an incre-
mental counter) and a Warp ID.

It should be appreciated that any number of threads may
be included for each operation and displayed. For example,
while 7 threads are shown in the present example, 16, 32, or
64 threads could be shown.

FIG. 6B shows exemplary output of a debugger program
simulation, according to an embodiment of the present
invention. The example output shows the instruction, pro-
gram location, and register and memory transactions for
each thread in a warp. All lines feature the instruction
context on the far left. In this case [c 4: w 0] represents CTA
4 and warp ID 0. The instruction start with a first line
showing the instruction details from a program assembler.
After the first line, the register reads and writes are dis-
played. For example, the second line shows that data is read
from the R2 register (e.g., “Read R2”). From left to right, the
first column of numeric data corresponds to thread 0 which
read the value 0, the second column corresponds to thread 1
which read the value 0x8, the third column corresponds to
thread 3 which read the value 0x10, the fourth column
corresponds to thread 4 which read the value 0x18, and so
on.

FIG. 6B also shows memory transactions in the last four
lines (e.g., lines 5-8). The details of a memory transaction
may be more complex to illustrate to a user than a register
transaction. The address can be different for each thread
when memory transactions are involved. Processor memory
regions can be global, shared, or local. The transaction
involves an address and the data currently residing at that
address. The size of the transaction vary (e.g., from 1 byte
to 16).

In FIG. 6B, each memory transaction may be shown as a
pair of lines. The first line in the pair may show the address
operated on by each thread. The second line in the pair may
show the data at that address for each thread after the
instruction is executed. If the transaction is greater than a
predefined number of bits, then the display may show the
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output in a form similar to the output of multiple transac-
tions. For example, the first line in the pair may show the
address operated on by each thread. The second line in the
pair may show the data at that address for each thread after
the instruction is executed.

In this example, a 64-bit STS instruction is performed and
the program counter is 00df68. Thread 0 writes to address
0x0 with an 64-bit value. The first four bytes of the write
show in address 0x0 on the lines 5 and 6, and the last four
bytes of the write show in address Ox4 on lines 7 and 8. It
should be appreciated that vector stores and loads may be
performed, allowing 32-, 64-, and 128-bit memory reads and
writes.

FIG. 6C shows exemplary output of a debugger program
simulation, according to an embodiment of the present
invention. The far left context indicator includes a CTA 1D,
warp 1D, a SM 1D, and a clock value. The clock value is a
clock value corresponding to an instruction issue time.

FIG. 6D shows exemplary output of a debugger program
simulation, according to an embodiment of the present
invention. Each instruction block is shown in its entirety
before the next instruction is shown. In this example, an
ST.CG.64 instruction in CTA 0, warp 0 is executed, followed
by an ST.E instruction in the same CTA, but warp ID 1. If
an instruction in another CTA were shown next, for example
CTA 1 with warp ID 2, then the output would show [c 1: w
2].

Accordingly, execution data for each thread, warp, opera-
tion, instruction, CTA, program, and/or SM may be orga-
nized and displayed adjacent to other execution data for the
same or other threads, warps, operations, instructions,
CTAs, programs, and/or SMs. For example, execution data
for all threads, warps, operations, and/or instructions of a
particular CTA may be organized and displayed in their
execution order without the inclusion of execution data for
other threads, warps, operations, and/or instructions of other
CTAs that may have executed interleaved with the threads,
warps, operations, and/or instructions of the particular CTA.

FIG. 7 shows a flowchart 700 of an exemplary process of
organizing and displaying execution debugging data. While
the various steps in this flowchart are presented and
described sequentially, one of ordinary skill will appreciate
that some or all of the steps can be executed in different
orders and some or all of the steps can be executed in
parallel. Further, in one or more embodiments of the inven-
tion, one or more of the steps described below can be
omitted, repeated, and/or performed in a different order.
Accordingly, the specific arrangement of steps shown in
FIG. 7 should not be construed as limiting the scope of the
invention. Rather, it will be apparent to persons skilled in the
relevant art(s) from the teachings provided herein that other
functional flows are within the scope and spirit of the present
invention. Flowchart 700 may be described with continued
reference to exemplary embodiments described above,
though the method is not limited to those embodiments

In a block 702, execution of a set of programs each
including a set of instructions executing interleaved with
other instructions of the set of instructions is monitored,
where each of the set of instructions includes at least one
operation operating on a set of threads. For example, the
simulator 205 and/or SM simulator 210 may execute a set of
programs that include a set of instructions, where the
instructions of the programs are executed interleaved with
other instructions. The event reporting interface 215 and/or
event listening interface 220 may monitor the execution.

In a block 704, a first set of instructions corresponding to
a first program of the set of programs is organized based on
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an execution order of the first set of instructions. For
example, the debugger simlet 225 may organize debugging
execution data. The debugger simlet 225 may organize the
execution data based on the execution order of the instruc-
tions, operations, and/or threads. For example, the debugger
simlet 225 may maintain the execution order of the instruc-
tions, operations, and/or threads and filter out other instruc-
tions, operations, and/or threads.

In a block 706, a result set representing the first set of
instructions organized based on the execution order is gen-
erated. For example, the debugger simlet 225 may generate
a result set to be provided as output 230. In a block 708, the
result set is displayed. For example, the result set may be
sent to a display and/or a display may receive the result set
for display.

While the foregoing disclosure sets forth various embodi-
ments using specific block diagrams, flowcharts, and
examples, each block diagram component, flowchart step,
operation, and/or component described and/or illustrated
herein may be implemented, individually and/or collec-
tively, using a wide range of hardware, software, or firmware
(or any combination thereof) configurations. In addition, any
disclosure of components contained within other compo-
nents should be considered as examples because many other
architectures can be implemented to achieve the same func-
tionality.

The process parameters and sequence of steps described
and/or illustrated herein are given by way of example only.
For example, while the steps illustrated and/or described
herein may be shown or discussed in a particular order, these
steps do not necessarily need to be performed in the order
illustrated or discussed. The various example methods
described and/or illustrated herein may also omit one or
more of the steps described or illustrated herein or include
additional steps in addition to those disclosed.

While various embodiments have been described and/or
illustrated herein in the context of fully functional comput-
ing systems, one or more of these example embodiments
may be distributed as a program product in a variety of
forms, regardless of the particular type of computer-readable
media used to actually carry out the distribution. The
embodiments disclosed herein may also be implemented
using software modules that perform certain tasks. These
software modules may include script, batch, or other execut-
able files that may be stored on a computer-readable storage
medium or in a computing system. These software modules
may configure a computing system to perform one or more
of the example embodiments disclosed herein. One or more
of the software modules disclosed herein may be imple-
mented in a cloud computing environment. Cloud comput-
ing environments may provide various services and appli-
cations via the Internet. These cloud-based services (e.g.,
software as a service, platform as a service, infrastructure as
a service, etc.) may be accessible through a Web browser or
other remote interface. Various functions described herein
may be provided through a remote desktop environment or
any other cloud-based computing environment.

The foregoing description, for purpose of explanation, has
been described with reference to specific embodiments.
However, the illustrative discussions above are not intended
to be exhaustive or to limit the invention to the precise forms
disclosed. Many modifications and variations are possible in
view of the above teachings. The embodiments were chosen
and described in order to best explain the principles of the
invention and its practical applications, to thereby enable
others skilled in the art to best utilize the invention and
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various embodiments with various modifications as may be
suited to the particular use contemplated.

Embodiments according to the invention are thus
described. While the present disclosure has been described
in particular embodiments, it should be appreciated that the
invention should not be construed as limited by such
embodiments, but rather construed according to the below
claims.

What is claimed is:

1. A method comprising:

monitoring concurrent execution of a plurality of pro-
grams each comprising a corresponding plurality of
instructions executing interleaved with other instruc-
tions of said corresponding plurality of instructions and
other instructions of said plurality of programs,
wherein each of said plurality of instructions comprises
at least one operation operating on a plurality of
threads;

from a superset of instructions comprising instructions
from said plurality of programs executing concurrently,
organizing a first plurality of instructions correspond-
ing to a first program of said plurality of programs
based on a first execution order of said first plurality of
instructions, and based on a second execution order of
operations of a corresponding instruction in said first
plurality of instructions, and based on a third execution
order of threads of a corresponding operation in said
corresponding instruction, wherein an instruction of
said first program comprises one or more operations
such that each operation is executed on two or more
threads;

generating a result set representing said first plurality of
instructions organized based on said first, second, and
third execution orders, wherein said result set com-
prises data resulting from execution of said first plu-
rality of instructions such that first data is associated
with a corresponding operation of a corresponding
instruction in said result set; and

displaying said result set.

2. The method of claim 1, wherein:

said at least one operation of said plurality of instructions
executes interleaved with other operations of said plu-
rality of instructions; and

said organizing further comprises organizing said first
plurality of instructions based on an execution order of
said operations.

3. The method of claim 1, wherein:

said plurality of threads execute interleaved with other
threads of said plurality of threads; and

said organizing further comprises organizing said first
plurality of instructions based on an execution order of
said plurality of threads.

4. The method of claim 1:

further comprising identifying said plurality of threads
corresponding to each at least one operation; and

wherein said generating further comprises, including in
said result set, data associated with each of said plu-
rality of threads, and associating said data with a
corresponding operation in said result set.

5. The method of claim 1, wherein:

said displaying said result set comprises displaying data
associated with said at least two threads adjacent to a
representation of said at least one operation.

6. The method of claim 1, wherein said organizing further

comprises filtering out instructions other than instructions in
said first plurality of instructions.
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7. The method of claim 1, wherein said organizing further
comprises gathering operations only within said first plural-
ity of instructions.
8. A system comprising:
a processor;
a tracker configured to monitor concurrent execution of a
plurality of programs each comprising a corresponding
plurality of instructions executing interleaved with
other instructions of said corresponding plurality of
instructions and other instructions of said plurality of
programs, wherein each of said plurality of instructions
comprises at least one operation operating on a plural-
ity of threads; and
an aggregator configured to:
from a superset of instructions comprising instructions
from said plurality of programs executing concur-
rently, organize a first plurality of instructions cor-
responding to a first program of said plurality of
programs based on a first execution order of said first
plurality of instructions, and based on a second
execution order of operations of a corresponding
instruction in said plurality of instructions, and based
on a third execution order of threads of a correspond-
ing operation in said corresponding instruction,
wherein an instruction of said first program com-
prises one or more operations such that each opera-
tion is executed on two or more threads; and

generate a result set representing said first plurality of
instructions organized based on said first, second,
and third execution orders for display on a display,
wherein said result set comprises data resulting from
execution of said first plurality of instructions such
that first data is associated with a corresponding
operation of a corresponding instruction in said
result set.

9. The system of claim 8, wherein:

said at least one operation of said plurality of instructions
executes interleaved with other operations of said plu-
rality of instructions; and

said aggregator is further configured to organize said first
plurality of instructions based on an execution order of
said operations.

10. The system of claim 8, wherein:

said plurality of threads execute interleaved with other
threads of said plurality of threads; and

said aggregator is further configured to organize said first
plurality of instructions based on an execution order of
said plurality of threads.

11. The system of claim 8, wherein said aggregator is

further configured to:

identify said plurality of threads corresponding to each at
least one operation; and

include in said result set, data associated with each of said
plurality of threads, and associate said data with a
corresponding operation in said result set.

12. The system of claim 8, wherein:

said display is further configured to display data associ-
ated with said at least two threads adjacent to a repre-
sentation of said at least one operation.

13. The system of claim 8, wherein said aggregator is
further configured to filter out instructions other than
instructions in said first plurality of instructions.

14. The system of claim 8, wherein said aggregator is
further configured to gather operations only within said first
plurality of instructions.
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15. A non-transitory computer-readable storage medium
comprising a plurality of instructions configured to execute
on at least one computer processor and comprising func-
tionality to:

monitor concurrent execution of a plurality of programs

each comprising a corresponding plurality of sub-
instructions executing interleaved with other sub-in-
structions of said corresponding plurality of sub-in-
structions and other sub-instructions of said plurality of
programs, wherein each of said plurality of sub-instruc-
tions comprises at least one operation operating on a
plurality of threads;

from a superset of instructions comprising instructions

from said plurality of programs executing concurrently,
organize a first plurality of sub-instructions corre-
sponding to a first program of said plurality of pro-
grams based on a first execution order of said first
plurality of sub-instructions, and based on a second
execution order of operations of a corresponding
instruction in said first plurality of sub-instructions, and
based on a third execution order of threads of a corre-
sponding operation in said corresponding instruction,
wherein an instruction of said first program comprises
one or more operations such that each operation is
executed on two or more threads;

generate a result set representing said first plurality of

sub-instructions organized based on said first, second,
and third execution orders, wherein said result set
comprises data resulting from execution of said first
plurality of sub-instructions such that first data is
associated with a corresponding operation of a corre-
sponding sub-instruction in said result set; and
display said result set.

16. The non-transitory
medium of claim 15, wherein:

said at least one operation of said plurality of sub-

instructions executes interleaved with other operations
of said plurality of sub-instructions; and

the plurality of instructions further comprise functionality

to organize said first plurality of sub-instructions based
on an execution order of said operations.

17. The non-transitory computer-readable
medium of claim 15, wherein:

said plurality of threads execute interleaved with other

threads of said plurality of threads; and

the plurality of instructions further comprise functionality

to organize said first plurality of sub-instructions based
on an execution order of said plurality of threads.

18. The non-transitory computer-readable storage
medium of claim 15, wherein said plurality of instructions
further comprise functionality to:

identify said plurality of threads corresponding to each at

least one operation; and

include in said result set, data associated with each of said

plurality of threads, and associate said data with a
corresponding operation in said result set.

19. The non-transitory computer-readable
medium of claim 15, wherein:

said plurality of instructions further comprise functional-

ity to display data associated with said at least two
threads adjacent to a representation of said at least one
operation.

20. The non-transitory computer-readable storage
medium of claim 15, wherein said plurality of instructions

computer-readable storage

storage

storage
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further comprise functionality to ignore instructions other
than instructions in said first plurality of instructions.
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